	Three Prongs of the Field of Statistics

(Slide 3)
	· Descriptive Statistics – cleaver ways to summarize large sets of data - how to describe, display, and summarize data (both population & sample)

· Sampling Theory / Probability Theory – how to determine the chances of observing various data in a sample based upon characteristics of the population (population ( sample)

· Inferential Statistics – how to infer characteristics of a population based upon data from a sample (sample ( population)



	Population

(Slide 6)
	· The set of all observations

· The mean of a population = (  (mu)

· The standard deviation of a population = (  (sigma)



	Parameter 

(Slide 6)
	· A calculation from a population (i.e. the mean of a population)



	Sample

(Slide 7)
	· A smaller subset of data drawn from the larger population

· The mean of a sample = xbar

· The standard deviation of a sample = s



	Statistics

(Slide 7)
	· A calculation from a sample (i.e. the mean of a sample)



	Levels of Measurement

(Slide 8 & 9)
	· Nominal – simple classification of data, no ordering, not quantitative or numerical (i.e. type of plane, airline, religion, color).  You cannot calculate descriptive statistics from nominal data!

· Ordinal – clear ordering of levels, but no assumptions about interval sizes (i.e. A>B>C, but A – B ( B – C)

· Interval – equal intervals are equivalent (i.e. 20 – 10 = 30 – 20)

· Ratio – can interpret ratios and make percentage statements (1.e. 75% is 50% larger than 50).

· Ratio data has the properties of interval, ordinal, and nominal data – Interval data has the properties of ordinal and nominal data – etc.



	Measures of Central Tendency

(Slide 11)
	· Mean – the sum of the data points divided by the # of data points.  Useful for interval and ratio data.

· Population Mean = (  (mu)

· Sample Mean = xbar

· Median – the middle value.  If there are an even # of data points, the median is the average of the two data points closest to the middle.  Useful for ordinal, interval, and ratio data.

· Mode – the most common data point.  Useful for any data.



	Measures of Variability

(Slide 17)
	· Range – (max – min)

· Variance – the average squared deviation from the mean - SSD / (n-1)

· Standard Deviation – the square root of the variance

· Population Standard Deviation = (  (sigma)

· Sample Standard Deviation = s



	SSD 
	· Sum of the squared deviations

               n

( (X i – Xbar) 2
               i = 1


	SAD 
	· Sum of the absolute deviations

         n

( (X i – Xbar( 

                 i = 1




	Random Variables (RV)

(Slide 22-23), 
	· The numerical outcome of a chance process 

· Every member of population is equally likely to be included in the sample

· Discrete Random Variables – data that is not infinitely divisible (i.e. the number of people in line, heads or tails, the roll of a dice, etc.)

· Continuous Random Variables – data that is infinitely divisible (i.e. length measurements, time measurements, etc.)

· Independent Random Variables – the results of one variable is independent of a second variable (the % of people who vote for Bush in Michigan is independent from the % who vote for Gore in Indiana)

· Dependent Random Variables – the results of one variable is dependent upon a second variable (the % of people who vote for Bush in Michigan is dependent on the % who vote for Gore in Michigan)



	Probability Density Function (PDF)

(Slide 22)
	· The full description of the probabilities for the outcomes of a random variable (i.e. the probability of heads is 50%, the probability of tails is 50%).



	Cumulative Density Function (CDF)

(Slide 25)
	· The cumulative probability of an occurrence (i.e. the probability of heads and tails is 100%)



	Expected Value of a Random Variable 

(Slide 28)
	· The weighted sum of the probabilities

 n
E(X) =    (  X i * p(Xi) 

               i = 1


	Properties of the Expected Value

(Slide 30)
	The expected value of a:

· Constant                                                

· Linear Transformation                           

· Sum                                                       

· Difference                                              

· Product of Independent Variables 


	E(C) = C

E(a + bX) = a + b * E(X)

E(X + Y)  = E(X) + E(Y)

E(X – Y)  = E(X) – E(Y)

E(XY) = E(X) * E(Y)

	Properties of Variance

(Slide 36 - 37)
	The variance of a:

· Constant                                                

· Linear Transformation                           

· Sum of Independent Variables              

· Difference of Independent Variables     

· Sum of Dependent Variables                 

· Difference of Independent Variables      

· Covariance                                             


	Var(C) = 0 

Var(a + bX) = b2 * Var(X)

Var(X + Y)  = Var(X) + Var(Y) 

Var(X – Y)  = Var(X) + Var(Y) 

Var(X + Y)  = Var(X) + Var(Y) + 2 Cov(X,Y) Var(X – Y)  = Var(X) + Var(Y) + 2 Cov(X,Y) Cov(X,Y) = E(XY) – E(X) * E(Y)

	Bernoulli Distribution

(Slide 42)
	· Two categories (i.e. heads or tails)

· p(x = heads) = p

· p(x = tails) = p – 1  

· Properties of the Bernoulli Distribution

· E(X) = p

· Var(X) = p(1-p)

· SD(X) = SQRT [ p(1-p) ]



	Binomial Distribution

(Slide 43 & 49)
	· Sum of n independent Bernoulli random variables

· Same as Bernoulli, but more options than either heads or tails

· Properties of the Binomial Distribution:

· E(T) = np

· Var(T) = np(1-p) 

· SD(T) = SQRT [ np(1-p) ]



	Gaussian Distribution

(Slide 50 – 52)
	· Normal distribution, bell-shaped, centered on the mean

· Properties of the Normal (Gaussian) Distribution:

· Notation: X ~ N((, (2)

· E(X) = (
· Var(X) = (2
· SD(X) = (
· 99.7% of the data is within 3 standard deviations from the mean

· 95% of the data is within 2 standard deviations from the mean

· 68% (or about 2/3rds) of the data is within 1 std dev from the mean



	Student’s t Distribution

(Slide 
	· Essentially a normal distribution used when the sample size is small

· Use the t table vs. the z table

· As the number of samples (n) increases, t approaches z



	Central Limit Theorem

(Slide 28)
	· The average of the sample averages approximates the population 

· The sample averages are normally distributed

· Properties:

· E(xbar) = (
· Var(xbar) = (2/n

· Std Deviation = (/sqrt(n)



	Z Score
	· The number of Standard Deviations (SD) from the mean



	Convert from X ( Z
	· Z = (X – mean) / SD



	Convert from Z ( X
	· X = mean + (Z * SD)



	CI for the Population Mean
	· CI ( = Xbar +/- Z * (/sqrt(n)

· For a one sided distribution, find the Z score by looking up the value for (.  (i.e. if you want the 95% CI, then ( = 5%, so look up the Z score for 0.95)

· For a two sided distribution, find the Z score by looking up the value for (/2 (i.e. if you want a 95% CI, then ( = 5%, and (/2 = 2.5%, so look up the z score for 0.975)

· Assumptions

· Random Sample, Reasonable Sample Size

· Xbar ( (, S ( (


	CI for the Sample Scores
	· CI x = Xbar +/- Z * SD

· Assumptions

· Random Sample, Reasonable Sample Size



	CI for the Population Proportion Mean
	· CI = p +/- z * sqrt ( p*(1-p)/n )

· For a two sided distribution, find the Z score by looking up (/2



	CI for the Sample Proportion


	· CI = p +/- z * sqrt (p*(1-p))

	Standard Error
	· Population Scores = ( / sqrt(n)

· Population Proportion = sqrt ( p(1-p)/n )



	Hypothesis Testing
	· Ho = Null hypothesis (what we assume – i.e. assume innocence)

· Ha = Alternate hypothesis (what we need to prove – i.e. guilt)

· When using the CI method

· If the value is within the CI, then accept Ho, if the value is not within the CI, then accept Ha

· When using the p value method

· Step 1: determine the (observed – expected / standard error)

· Step 2: look up on the z table, this is the p value

· Step 3: if using a two sided distribution, multiply p by 2

· Step 4: if the p value > ( then accept Ho, if the p value < ( accept Ha


